
The Biomedical Informatics 
Research Network: 

Experiences with Cyberinfrastructure 
in a Biomedical Research Community

Jeffrey S. Grethe, Ph.D.
Scientific Coordinator

BIRN Coordinating Center
University of California San Diego

BRIITE - IT SUPPORT FOR MULTI-INSTITUTION
COLLABORATIVE RESEARCH

November 4, 2005



Biomedical Informatics Research NetworkBiomedical Informatics Research Network

A Shared Biomedical IT 
Infrastructure to Hasten 
the Derivation of New 

Understanding and 
Treatment of Disease 

through use of Distributed 
Knowledge

• Connect distributed multi-scale 
biomedical data and researchers 
• Open access to data and tools
• Bring Transparent GRID 
Computing to Biomedical Research
• Grow Interdisciplinary Biomedical 
Informatics Workforce >Translation



Challenges

Neuroscience

Governance

Informatics

Morphometry BIRN

FIRST BIRN

Mouse BIRN

Distributed Data

Data Integration

IRB

HIPAA

Policies

Best Practices

Community

High Speed Network

Computation
User Access



Overview of the BIRN Roadmap

• Be the vehicle for bringing advanced cyberinfrastructure to 
the larger biomedical community 

• Deliver and maintain a robust and scalable PRODUCTION 
Grid for the collaborative sharing, analysis and interrogation 
of biomedical data

• Provide integrated solutions for core domain science 
requirements

• Provide a consistent and scalable delivery mechanism

BIRN has developed an “End-to-End” Production 
Infrastructure in the context of distributed biomedical 

research projects. 



BIRN-CC Enables Test Bed 
Science

• A stable, robust, shared network and distributed database 
environment

• Extensible tools and IT infrastructure that can be reused.
• Established cyberinfrastructure for data grid and large scale 

data integration effort
• High performance connectivity between distributed resources 

(computation and  data storage)
• Seamless access to distributed high performance computing 

resources  

Changing the use pattern for research data from the 
individual laboratory/project to shared use.



The BIRN Collaboratory Today

Enabling collaborative research at 28 research 
institutions comprised of 37 research groups.  



BIRN Testbeds - Overview

Morphometry BIRN
• Brain Structure in AD, MCI, Depression

Function BIRN
• Activation Differences in Schizophrenia

Mouse BIRN
• High Resolution Imaging and Animal 

Models of Human Diseases

BIRN-CC
• Coordinating Center for 

Cyberinfrastructure



Morphometry BIRN

Anatomical Correlates of 
Psychiatric Illnesses 
• Unipolar Depression, 

Alzheimer’s Disease (AD) and 
Mild Cognitive Impairment 
(MCI)

Site and Platform Independent 
Acquisition and Analysis for 
Pooling Data
• Multi-Site Clinical Studies
• Increase Statistical Power for 

Rare Populations or Subtle 
Effects

Advanced Image Analysis and 
Visualization
MGH, BWH, Duke, UCLA,  UC 
San Diego, Johns Hopkins, UC 
Irvine, Wash U, MIT

Normal Elderly Control

Alzheimer’s Individual



SASHA Project

MGH 
Segmentation

Data Donor
Sites

De-identification
And upload

JHU
Shape Analysis 

of Segmented Structures

Data Grid

BWH
Visualization

Goal: comparison and 
quantification of structures’ 

shape and volumetric 
differences across patient 

populations

1

2

3

4

5

TeraGrid

Semi Automatic SHape Analysis (SASHA)



SASHA Project: Accomplishments

Each LDDMM comparison takes about 3 to 8 hours
Completed analysis of scaled run of 45 subjects 

• Examining hippocampus - clustering and disease detection in senile 
dementia (control, Alzheimer's, semantic dementia)

• 30,000 CPU hours, 4 TB data

Being applied in Mouse BIRN test bed - Fragile X mouse 
model

Large Deformation Diffeomorphic Metric Mapping 
(LDDMM) using the TeraGrid

Successful classification of the different subject groups through the 
utilization of non-invasive imaging methodologies potentially 

provides clinicians with new tools to assist them in their daily work



Function BIRN Overview

Calibration Methods for Multi-Site fMRI
• Study Regional Brain Dysfunction and 

Correlated Morphological Differences
• Progression and Treatment of 

Schizophrenia
Human Phantom Trials

• Common Consortium Protocol
• 5 Subjects Scanned at All 11 Sites
• Add'l 15 Controls, 15 Schizophrenics 

Per Site Per Year
Statistical Techniques

• Identify Cross-Site Differences
• Develop Corrections to Allow Data 

Pooling
Develop Interoperable Post-Processing
UC Irvine, UCLA, UC San Diego, MGH, 
BWH, Stanford, UMinnesota, UIowa, 
UNew Mexico, Duke/UNorth Carolina, 
MIT



fBIRN Multi-Site Data Example

Reference Anatomical Scan
fMRI Scans from 10 Different Sites
• Same Subject, Registered, Same Slice

Calibration



FBIRN Stability QA Portal



Community Database Development



fBIRN fBIRN Analysis InfrastructureAnalysis Infrastructure

User Query

•Results with standard descriptions
in HIDB

•Result Images in SRB

FIPS 
Results

FMRI Images
Automated Image Upload 
to SRB/HID for sharing FIPS: FSL Image 

Processing Scripts 

HIDB

SRB/
Local

fMRI Scanner

•Clinical Data
•Computer Aided Scale Input
(CALM/GAME)
•Clinical Data Entry Interface



Mouse BIRNMouse BIRN
Studying animal models of disease across 
dimensional scales to test hypothesis with 
human neurological disorders

Experimental Allergic Encephalomyelitis 
(EAE) mouse models characteristic of 
Multiple Sclerosis (MS)

Dopamine Transporter (DAT) knockout 
mouse for studies of schizophrenia, 
attention-deficit hyperactivity disorder 
(ADHD), Tourette’s disorder, and substance 
abuse

Using an alpha-synuclein mouse to model 
the symptoms/pathology of Parkinson’s 
Disease

Cancer animal models consortium with 
astrocytoma mouse model: NCI supported 
with Terry Van Dyke @ Duke

• Cal Tech, Duke, UCLA, UCSD, Univ. Tenn

Studying animal models of disease across 
dimensional scales to test hypothesis with 
human neurological disorders

Experimental Allergic Encephalomyelitis 
(EAE) mouse models characteristic of 
Multiple Sclerosis (MS)Multiple Sclerosis (MS)

Dopamine Transporter (DAT) knockout 
mouse for studies of schizophreniaschizophrenia, 
attentionattention--deficit hyperactivity disorder deficit hyperactivity disorder 
(ADHD(ADHD), Tourette’s disorder, and substance 
abuse

Using an alpha-synuclein mouse to model 
the symptoms/pathology of Parkinson’s Parkinson’s 
DiseaseDisease

CancerCancer animal models consortium with 
astrocytoma mouse model: NCI supported 
with Terry Van Dyke @ Duke

• Cal Tech, Duke, UCLA, UCSD, Univ. Tenn



Multiscale Data Integration

1.  Databases at each site

4.  Use mediator to 
navigate and query 
across data sources

2.  Create conceptual 
links to a shared 

ontology

3.   Situate the data in a 
common spatial framework



Spatial Registration of Data

Processing stream for spatial 
registration of brain volumes 
using the LONI pipeline, UCLA:  
David Rex, Allan MacKenzie-Graham

Volume and slice data brought 
into register in order to 
correlate cellular and 
subcellular changes with non-
invasive imaging



The Smart Atlas:  Spatial Integration over 
Distributed Data



Autosegmentation- Morph- Mouse 
BIRN



Human-Mouse integration

Query Atlas (3D 
Slicer)

-Alex Joyner, 
Steve Pieper, 
Greg Brown, 
Nicole Aucoin



BIRN Testbeds

• Driving Big Science where it 
Didn’t Exist Before
• Encouraging Collaboration

• Removing Barriers to Multi-
Site Collaborative Research
• Calibration
• Compute / Storage Resources
• Databases
• Common Protocols
• Post-Processing Tools
• Governance



Challenges: Creating a New Culture
• How to get competitors to cooperate

• Will this project decrease the RO1 $ pool
• How to share glory, work and $
• Governance - who makes and keeps the rules

• How to avoid data-mine-ining
• “What’s mine is mine and what’s yours is mine”

• How to communicate across fields efficiently:
• Clinician scientists Computer scientists
• Experimental psychologists MRI physicists
• Statisticians Database engineers

• How to show a clear scientific benefit from cooperation
• Efficiency of multiple studies in parallel; quick revisions 
• Different perspectives create new ideas or achieve the lowest

common denominator “designed by committee”



BIRN Working Groups

Information Tech.Information Tech.

SRB / DatabaseSRB / Database

IRBIRB

CallibrationCallibration
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Scientific DirectorScientific Director
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Information Tech.Information Tech.

SRB / DatabaseSRB / Database

IRBIRB

StatisticsStatistics

Project ManagerProject Manager

Scientific DirectorScientific Director

PIPI

Mouse Morphometry Function BIRN-CC

StatisticsStatisticsCallibrationCallibration

BIRN All Hands meeting held annually

BIRN PIs meet quarterly as part of the BIRN Steering Committee

IRBIRB

Task ForcesTask Forces

SRB / DatabaseSRB / Database

Cross BIRN working group has video teleconferences monthly

IRB working group holds monthly teleconferences and interacts closely with the Data Sharing Task Force

Task forces commissioned by the BIRN Steering Committee hold monthly video teleconferences

SRB / Database working groups are held weekly covering a wide range of topics

Ad hoc working groups created by the test beds meet according to their needs

Task
Forces

Intellectual PropertyIntellectual Property Intellectual PropertyIntellectual PropertyIntellectual PropertyIntellectual Property Intellectual PropertyIntellectual Property

UtilizationUtilization UtilizationUtilizationUtilizationUtilization UtilizationUtilization

Data SharingData Sharing Data SharingData SharingData SharingData Sharing Data SharingData Sharing

Working
Groups



BIRN IRB/HIPAA Working Group

• One member from each BIRN site required to participate
• Each member is required  to review BIRN consents, waivers 

and procedures with local IRBs
• Regular video conferences among members to coordinate 

information and activities

• Produce BIRN template language for subject consent, IRB 
waiver for data upload and IRB waiver for data download

• Produce guidelines and procedures for data sharing across 
institutions taking into account Common Rule, HIPAA and 
state regulations

• Develop procedures to allow for longitudinal studies within 
BIRN



BIRN Toolkit

Domain Specific 
Software

Shared Software 
and Services

Provisioning



We Began with Standard Hardware

• Jumpstarted BIRN for 
functionality

• Software footprint 
managed  by the BIRN-CC 

• Integration of domain 
tools, middleware, OS, 
updates, and more

• Expansion/upgrade of 
existing sites have more 
generic (and fewer $$) 
hardware 
• e.g. Opteron, New Xeon, 

Multi-vendor



Software Problem in a Nutshell
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• Enable Analysis of Distributed Biomedical 
Data in a National-Scale Production Facility
• Data Sets are Large – Data Sets are Many
• Enable New Queries that Integrate Multiple Sources
• Specialized Application Codes (from Test Beds) need 

to work on BIRN-accessible Data
• Some Analysis Pipelines Require Significant 

Computation
• Privacy, Patient Anonymity Required
• Institutional Ownership of Originals

• Easily Replicate Entire Software Stack
(Including Centralized Services) for other Groups



Major System Components

Identity/Login 
Management

Authorization and 
Role Definition

Computation/Analysis Facilities

Distributed Data (file system)

Distributed Data (Collections)

Domain 
Application Tools

Data Integration 
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Complete Workflows

Collaborating Groups of Biomedical Researchers
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Specific Implementations

GSI-Based. 
GAMA + MyProxy

SRB for Access 
Control to Data

E.g. AFNI, Air, 
3DSlicer, LONI, ..

BIRN Data 
Integration

Condor,Globus: Local clusters + Teragrid

AFS (file system)

Storage Resource Broker (SRB)

Taverna, Kepler, and others

Mouse, Function, Morphometry (+ New Areas and Users )
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System Deployment

• Utilizing Rocks grid management software
• BIRN specific extensions to Rocks, also under CVS, means 

automated, repeatable deployment of any version of the 
BIRN system

• We’ve created BIRN “rolls” that integrate 
• BIRN domain tools (e.g. 3DSlicer, LONI Pipeline, FreeSurfer)
• Database (Oracle) and SRB Configuration

• Rocks, with BIRN extensions, includes automated 
deployment mechanism for
• Middleware (Security, Computational, Data)
• Data mediation/integration
• Application codes
• Portal and other Workflows



Software Integration Cycles

Each Area is a 
(Model) BIRN System 

= Racks + Central 
SVCs + Apps

Feedback of Capability 
Gaps

CVS Rocks Server

Dev Area Staging Area Production Area

Component 
Incompatibilities 

Acceptable

Component 
Incompatibilities 

Resolved

End Users Only 
See Integration

Agile Stable 



BIRN Toolkit

Domain Specific 
Software

Shared Software 
and Services

Provisioning



BIRN is Enabling Secure Collaboratories

Single sign-on and 
credential management

Full access control and audit logs for all 
data within the BIRN infrastructure

The BIRN Coordinating Center is deploying a 
common authentication and security infrastructure.
•Provides for Single Sign-On to access all portal, 
data and computational resourcees
•Available to all BIRN applications 
•Will provide access to external resources (e.g. 
OptiPuter and TeraGrid)

The BIRN Coordinating Center is deploying a 
common authentication and security infrastructure.
•Provides for Single Sign-On to access all portal, 
data and computational resourcees
•Available to all BIRN applications 
•Will provide access to external resources (e.g. 
OptiPuter and TeraGrid)

Authentication service 
available to all BIRN 
applications



Enabling Large Scale Data Sharing

• BIRN Data Grid: a Distributed Data Handling System 
built utilizing the Storage Resource Broker (SRB)

• Data has more than doubled in the last year
• Provides a 

scalable and 
distributed 
solution for 
distributing 
publicly 
available data
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Total Number of Files (in thousands)
Total Size of Storage (in Gigabytes)

12.5 Terabytes

8.4 million files



From outliers in
univariate statistics, 
launch 3DSlicer to view 
anatomical data and 
use Query Atlas tool

Java Grid 
Interface

(Java Webstart)

Integrating the Local Desktop
• Java Grid Interface (JGI) provides wrapper for applications on a

users desktop
• Brokers communications and information/data transfer 

between the application and BIRN resources (e.g. BIRN 
Data Grid)

• Allows for domain applications to be integrated with the 
BIRN infrastructure in a straightforward way 

• Improved version being developed in collaboration with 
Telescience for GridSphere Portal

Integrating the Local Desktop
• Java Grid Interface (JGI) provides wrapper for applications on a

users desktop
• Brokers communications and information/data transfer 

between the application and BIRN resources (e.g. BIRN 
Data Grid)

• Allows for domain applications to be integrated with the 
BIRN infrastructure in a straightforward way 

• Improved version being developed in collaboration with 
Telescience for GridSphere Portal



Integrating Data using the BIRN 
Mediator

The BIRN mediator, a core 
component of BIRN 2.0, provides:
•Enhanced user tools for registration, 
view definition and query building
•Improved performance
•Support for PostgreSQL databases
•Integrated with BIRN authentication 
infrastructure

The BIRN mediator, a core 
component of BIRN 2.0, provides:
•Enhanced user tools for registration, 
view definition and query building
•Improved performance
•Support for PostgreSQL databases
•Integrated with BIRN authentication 
infrastructure

Mediator Query 
Builder

Integration with BIRN 
Test Bed Applications 
(e.g. Mouse BIRN)



Expert Knowledge

“Find proteins located in cerebellar cortex”

Cerebellar 
cortex

Purkinje cell
body

Purkinje cell 
dendrite

Granule cell

Granule cell 
layer

Purkinje cell 
layer

Molecular 
layer

Parallel fiber

Expert (Domain) 
Knowledge



Semantic (Glue) Knowledge for BIRN

Navigating through Multi-resolution 
information

Linking animal and human imaging 
data

brain

cerebellum

cerebellar cortex

Purkinje cell

dendritic spine

Entopeduncular 
nucleus

Globus pallidus, 
internal segment

Animal Model Disease Process

•Link database concepts to Ontologies

•Augment ontology with new information (BONFIRE)

•Utilize homologies

•Develop disease and animal model knowledge maps



Ontological Tools



Distributed Computation

• Enhanced job management 
functions provide detailed job 
information for execution on 
remote resource



BIRN Toolkit

Provisioning

Domain Specific 
Software

Shared Software 
and Services

The BIRN shared information technology 
infrastructure for basic and translational 
research is available to all researchers 
from any internet capable location.



Access to the BIRN Infrastructure

The BIRN is developing a shared 
information technology infrastructure 
for basic and translational research 
that is available to all researchers 
from any internet capable location.



BIRN Portal
•Application environment 
that provides transparent 
and pervasive access to the 
BIRN infrastructure (i.e. 
tools, applications, 
resources) with a Single 
Login from any Internet 
capable location

•Provides simple, intuitive 
access to distributed 
resources for data storage, 
distributed computation, and 
visualization

•Support for dynamic 
collaborative projects

•Built on standard Portal 
framework

BIRN Portal
•Application environment 
that provides transparent 
and pervasive access to the 
BIRN infrastructure (i.e. 
tools, applications, 
resources) with a Single 
Login from any Internet 
capable location

•Provides simple, intuitive 
access to distributed 
resources for data storage, 
distributed computation, and 
visualization

•Support for dynamic 
collaborative projects

•Built on standard Portal 
framework



Providing an Intuitive Interface to the 
BIRN Collaborative Environment

Distributed 
Computation

Data 
Management

Data Visualization

The BIRN shared information 
technology infrastructure for basic 
and translational research is 
available to all researchers from any 
internet capable location.

The BIRN shared information 
technology infrastructure for basic 
and translational research is 
available to all researchers from any 
internet capable location.



BIRN Supports Grid Portal Technology

The BIRN-CC is supporting 
development of the leading open-
source standards-based grid portal.

The BIRN-CC is supporting 
development of the leading open-
source standards-based grid portal.



Integration with BIRN 
Services
•Portal provides Intuitive 
user interfaces to access 
commonly used 
functionality

• With authentication 
service there is seamless 
interaction with Portal 
services

Integration with BIRN 
Services
•Portal provides Intuitive 
user interfaces to access 
commonly used 
functionality

• With authentication 
service there is seamless 
interaction with Portal 
services

Case Study:
Human Imaging Database integration with 
Authentication Services and Portal Environment



http://www.nbirn.net
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